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Abstract—The clouds organization plays a huge role in fore-
casting the weather and Earth’s future climate; therefore devel-
oping a better intelligent model is a way to accurately predict
weather and predict weather and meteorological disasters, such
as hurricane and tornado. In this paper, we classified the patterns
of clouds into four types (sugar, flower, fish, and gravel) proposed
by Rasp et al. and performed image segmentation. All the datasets
were adopted from the Kaggle Competition. U-net was used as
the basic structure and ResNet was applied to the original U-
net structure after the data analysis. In addition, three different
loss functions were used for training, the Test-time Augmentation
was performed before feeding the test data to the model and the
Amendment method was used to modify the results. The final dice
coefficient reaches up to 0.665, which is an outstanding outcome
that reflects the robustness of our method and training.

Keywords—clouds organization, image segmentation, ResNet, U-
net, loss functions, Test-time Augmentation, amendment

I. INTRODUCTION

Cloud is one of the major weather forecast factors that peo-
ple concern for thousand of years. With growing technology
in recent years, there are many techniques to analyze different
cloud patterns from satellite images. With the main principle
of the Universal Village, developing intelligent models for
satellite image segmentation better connects humans with the
environment. For example, meteorologists analyze the satellite
images and produce public warnings on imminent disasters,
such as a tornado, typhoon, flooding and snowstorm, subse-
quently minimizing the economic loss associated with these
extreme weather events. The satellite image segmentation
typically employs three techniques: active contours, threshold
technique, and K-means technique. However, the accuracy and
stability of these three techniques are limited [1]. Therefore,
we are developing a new method to do the satellite image
segmentation. U-net was originally from biological imaging
segmentation with better accuracy, which inspired us to apply
U-net in the satellite image segmentation.
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In this paper, we modify the U-net structure by involv-
ing Resnet34 in the down-sampling part. As the clouds’
organization plays a critical role in determining the Earth’s
climate, the subjective pattern classification is essential for
weather prediction and analysis. The four subjective patterns
of organization in this experiment were defined as sugar,
flower, fish, and gravel as Fig. 1 shows [2]. All the datasets
used in the training were from the Kaggle competition [3].
Three different loss functions were used for training, the Test-
time Augmentation was performed before feeding the test data
to the model and the Amendment method was used to modify
the results. The final dice coefficient reaches up to 0.665.
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Fig. 1. Four cloud organization patterns

This paper is organized as follows. Section II introduces the
methods of data analysis. Section III introduces the models
and methods used in the experiment. Section IV describes the
training methods for both the segmentation and classification.
Section V presents the testing results of the experiment,
followed by the discussion and conclusion in Section VI

II. MODELS AND METHODS

Fully Convolutional Networks (FCNs) by themselves,
trained end-to-end, pixels-to-pixels, exceed the state-of-the-art
in semantic segmentation [4].

A. U-net

U-net keeps the main structure of FCNs, which supplement
a usual contracting network by successive layers, where the
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decoder part is replaced by upsampling operators [5]. The
advantage of U-net is that it yields more precise segmentation
with fewer training images processed. To be specific, U-net
combines the location information from the downsampling
path with contextual information in the upsampling part,
so that the context information is prorogated to the higher
resolution layers. As illustrated in Fig. 2, the architecture of
U-net is almost symmetric which yields a u-shaped structure.
Moreover, U-net uses excessive data augmentation by applying
elastic deformations to the available training images [6].
This process allows the network to learn invariance to such
deformations with no need to observe the transformations in
the annotated image corpus.
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Fig. 2. Illustration of U-net structure
B. ResNet34

Based on the data analysis, the 34-layer residual nets
(ResNet34) is chosen as the encoder part of the entire U-net
network in the experiment. ResNet34 is a residual network
with 34 parameter layers, which exhibits considerably low
training [7]. Fig. 9 shows that the ResNet34 consists of
one convolution and pooling step followed by four layers of
similar behavior. Each layer contains a different number of
the residual block since it normally increases the number of
convolutions within a block when ResNet get deeper. Note
that the number of the total layers remains as four times as
Fig. 3 shows.
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Fig. 3. Illustration of ResNet structure

The main difference between our ResNet34 and the plain
network of 34 layers is that there are two 3 x 3 convolutions
and ReLU activation in each residual block and the output of
each block is the input image added to the convolved one.
Therefore, the input of the next residual block is the output
from the last block, and the dimensions of width and height
remain constant in the entire layer.

III. DATA ANALYSIS

This section was divided into three parts, which includes
run-length encode, data balance analysis and type analysis.

Firstly, run-length encode was defined as a data compression
algorithm that is supported by most bitmap file formats. The
reason for using run-length encoding is that the datasets used
in the implement were got from Kaggle competition website
[3]. The original datasets obtained from the website are as the
Fig. 4 shown below, which provides the image labels and the
encoded pixels only. As the Fig. 4 shown that the information
provided from the original datasets were all divided and
organized into three categories, which are Encoded Pixels,
image ID and label.

Image_Label EncodedPixels

0 0011165.jpg_Fish 264918 937 266318 937 267718 937 269118 937 27...

1 0011165.jpg_Flower 1355565 1002 1356965 1002 1358365 1002 1359765...

2 0011165.jpg_Gravel -1

3 0011165.jpg_Sugar -1

4 002be4f.jpg_Fish 233813 878 235213 878 236613 878 238010 881 23...
EncodedPixels Imageld Label

0 264918 937 266318 937 267718 937 269118 937 27... 0011165.jpg  Fish

1 1355565 1002 1356965 1002 1358365 1002 1359765... 0011165.jpg  Flower

2 -1 0011165.jpg  Gravel

3 -1 0011165.jpg  Sugar

4 233813 878 235213 878 236613 878 238010 881 23... 002be4f.jpg  Fish

Fig. 4. Original dataset for one image

For the encode pixels shown in Fig. 4, the -1 value stands
for this image did not include this pattern. The following steps
were taken in order to decompress the encode pixels array
information from Fig. 5 to a binary mask: firstly the index
range was needed to be set as number of images, then the
all zero image matrix was also set with respect to the shape
of the original image, and then run length code was able to
tell us the locations for 1. For example, the first number of
encoded pixels array (shown in Fig. 4) is the starting pixel
for 1, then the second number of the array is the length of 1
(count the pixel horizontally), and then the third number of
the array is another starting pixel for 1, and the fourth number
is the length of 1, and keep doing the same work for all the
remaining encoded pixels number in the array. After that, all
the other positions were stay as 0, therefore, the mask came
out as the image shown in Fig. 5.

Secondly, aiming to avoid that the distribution was heavily
polarized to only one side, which is not helpful for machine
learning, data balance analysis was necessary to be performed.
As the Fig. 6 shown below, the expected data distribution in
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the implement was evenly distributed that contained 23.5%
of fish pattern, 19.98% of flower pattern, 24.83% of graver
pattern and 31.69% of sugar pattern. In addition, doing the
noise analysis and checking the validation of the image is
essential such as some noise were shown in the middle of
Fig. 7, therefore it was decided that the images with noise
larger than 50% were abandoned from the dataset.

Fig. 5. Mask image outputed
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Fig. 6. Data balance analysis

Fig. 7. Noise analysis

Moreover, the type analysis needed to be taken as each
image and each pixel can have multi-types. To be specific in
multi-type images, in Fig. 8, the first bar shows the quantity
of images that only contain one type of pattern, the second

bar shows the quantity of images that contain two types of
pattern, the third bar shows the quantity of images that contain
three types of pattern, and the fourth bar shows the quantity of
images that contain four types of pattern. As the four patterns
have some overlaps with established modes of organization,
the Fig. 9 shows that each pixel could have multi-types that
the first bar shows the quantity of images that have no overlap,
the second bar shows the quantity of images that have one
overlap, the third bar shows the quantity of images that have
two overlaps while the fourth bar shows the quantity of images
that have three overlaps. In the case that the images don’t
have overlap, Softmax was used as the classification method to
implement. The Softmax has five independent types, where the
four types were indicated before and the background was used
as the fifth type. In the case that overlap involved, Sigmoid was
used as the classification method to implement and it doesn’t
need for type background as the input.

Histogram of types per image.
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Fig. 8. Histrogram of types per image

Amount of Types per Pixel has

2500

2000

1500

1000

500

Fig. 9. Amount of types per pixel

IV. TRAINING METHODS

Training strategy plays an important role in machine learn-
ing. A good performance of a model is inseparable from well
training methods, even with advanced model architectures.

Training a neural network optimizes values for the weights
and bias from labeled data in order to map a particular input to
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some output. The training of a neural network model requires
four specifications: input data source with the label need to be
predicted, loss function, optimizer, and learning rate scheduler.

A. Data Augmentation

Recent advances in deep learning models have been largely
attributed to the quantity and diversity of data gathered in
recent years [9]. Image augmentation increases the quantity
and improves the diversity of data available for the training
models. Such feature is especially effective when dealing with
the dataset with limited images.

Without collecting new data, some common augmentation
techniques including rotation and flip are applied. Based on
data analysis, we discover that the shape and density of the
clouds should contain the most essential features. Therefore,
we use contrast change techniques to distinguish clouds from
the background, i.e. sky, including histogram equalization and
contrast limit adaptive histogram equalization (CLAHE).

B. Evaluation Metrics

We evaluate the performance of our model by using the
mean of the Dice coefficient, which is widely used to compare
the pixel-wise agreement between a predicted segmentation
and its corresponding ground truth. The mathematical equation
is defined by:

2x | XNY]|

Dice Coefficient = ,
| X[+ Y]

D

where X is the predicted set of pixels and Y is the ground
truth.

C. Loss Functions

Neural networks are trained using gradient descent based
backpropagation and require a loss function when taking al-
gorithm from theoretical to practical. The loss function reflects
the distance between the predicted results and corresponding
truth, and is usually defined according to the evaluation
metrics. We perform a combination of Binary Cross-Entropy
(BCE) and soft Dice loss as we are solving a multiclass
segmentation problem. The total loss is defined by:

N

1
Totalloss = — — ; yi - log[p (y:)]
+ (1 —y;) - log[1—p(y:)] 2

23y p(w)
SR+ p ()

where N is the number of pixels in one image, y; and
p(y;) is the ground truth and predicted values for i-th pixel,
respectively. We assign the BCE and soft Dice loss the same
weight.

+1

D. Optimizer and Learning Rate Scheduler

We perform Adam as the optimizer. Adam is a very popular
algorithm in the field of deep learning because it can achieve
an excellent results quickly. Empirical results prove that the
Adam algorithm has excellent performance in practice and has
advantages over other types of random optimization algorithms
[9].

The Learning rate is a hyper-parameter that controls how
much we are adjusting the weights of our network with respect
to the loss gradient. The model can learn faster but at a
sacrifice of accuracy. on the contrary, a slow learning rate
usually achieves better performance but is time-consuming. In
this way, we adjust the learning rate each iteration by using
warm restart, which is also known as cyclical learning rates,
the mathematical equation is given by [10]:

TC’LLT
n: = 0.5 4 0.5 cos (77) , 3)
T;
where T, indicates how many epochs passed since the last
restart, and 7; is the epoch of the next restart.

E. Ensemble Learning Strategy

Ensemble learning is the process to combine multiple mod-
els in order to solve a computational intelligence problem.
Ensemble learning is widely used to improve the performance
of a model. We perform Test Time Augmentation (TTA) and
stacking techniques.

TTA is an application of data augmentation to the test
dataset which involves creating multiple augmented copies of
each image in the test set, predicting the model, and returning
the average of those predictions [8]. To be specific, horizontal
flipping, vertical flipping, blur were used during our result
resembling process.

Stacking involves training a learning algorithm to combine
the predictions of several other learning algorithms [11].
Stacking typically yields performance better than any single
one of the trained models. Specifically, we use the grid search
algorithm to determine the best threshold for the prediction
values from the segmentation model as they are given by
probability. Besides, we train another classification model to
fix the segmentation model errors.

U-net
(Resnet34)

Threshold
(0.45)

o >

-

output images
> (512*512*4)

Run-length Final
- -

Densenet169

Input images

Fig. 10. Inference and post-processing flowchart

The overall inference process including TTA and ensemble
learning is shown in Fig. 4. Fig. 4 shows that the classifi-
cation model was trained based on Densenet169 with loss
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function Binary Cross-Entropy and metric Area Under the
Curve (AUC). This classification model gives the probability
that represents whether each image would contain a certain
class. The result would be kept if the probability is greater or
equal than 0.5, and the encoded pixels were manually deleted
if the probability if less than 0.5.

V. RESULTS

For this neural network, the input data are the original image
data as well as their labels. However, the dataset obtained is
limited in the quantity of input images (5546 original images);
therefore, data augmentation was used to solve this problem.
Flipping, rotation, and contrast change techniques were chosen
in our experiment as discussed in Section III, A. We randomly
choose different images to do the data augmentation in each
epoch such as 50% flipping, 50% rotating, and 10% random
CLAHE. Therefore, there are different input images generated
for each epoch, which largely enhances the robustness of the
training process. For the neutral network input labels, the
four types of masks generated from run-length encode data
individually and then concatenated into a 512 x 512 x 4 label.

For the application of ResNet34, the input of the entire
structure is the RGB image (512 x 512 x 3). After padding and
2 x 2 max pooling, the image was convolved by a 7 x 7 matrix,
and finally generate the standard data size 512 x 512 x 64
images. Therefore, the output from each layer is then passed
through a 2 x 2 convolution operation. After the four times
repeated works described above, the output of 16 x 16 x 512
was generated.

The modification of the U-net structure in the up-sampling
part was kept since this structure enables a more precise output
of the image. The structure has many feature channels, which
allows the network to propagate the context information to the
higher resolution layers, and this strategy allows the seamless
segmentation of arbitrarily large images by an overlap-tile
strategy [5].

Fig. 11 presents one results from our experiment. In this
example, the image contains 3 types of clouds. The left column
images show the ground truth of cloud patterns (shadowed by
white), which are fish, flower, and sugar. The four images
on the right demonstrate the prediction of our model. It is
perceived that the high extent of alignment between the ground
truth and the predictions indicates the strength of our model.

The dice coefficient of our model reaches 0.665 which
shows this model can distinguish different types of cloud
patterns efficiently and accurately.

VI. CONCLUSION AND DISCUSSION

This paper presents the image segmentation for classifying
four types of clouds patterns (sugar, flower, fish, and gravel).
U-net was used as our basic structure and ResNet34 is the
structure applied additionally to the original structure after
the data analysis. All the datasets were provided by Kaggle
Competition [3] and three different loss functions (Binary
Cross-Entropy, Dice Loss, and Jaccard Loss) were used for

Ground Truth:Fish
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Ground Truth:Flower Prediction:Flower
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Prediction:Gravel

ek o1
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Ground Truth:Sugar Prediction:Sugar

Fig. 11. Sample testing results from two original images

training. Additionally, the Test-time Augmentation was per-
formed before feeding the test data to the model and the
Amendment method was used to modify the results. The final
dice coefficient reaches up to 0.665, which is an outstanding
outcome helps us ensure that our experiment performed well
in method and training.

There are two limitations in this experiment. One is that the
gravel and sugar patterns were similar to each other, which
makes the distinguishing process becomes more complicated.
The second limitation is that the program we developed
demands a high standard for the original datasets because
our experiment requires the amount of images in datasets
distributed evenly in each type of cloud pattern.
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